### 马尔可夫链

马尔科夫链是一个数学对象，包含一系列状态以及状态之间的转移概率，如果每个状态转移到其他状态的概率只与当前状态相关，那么这个状态链就称为马尔科夫链。马尔可夫预测的基本方法就是利用状态之间的转移概率矩阵预测事件发生的状态及其发展变化趋势。

1. ****特点****

**马尔科夫链的优势：**马尔科夫链在概念上非常直观且易于实现，因为它们不需要使用任何高级的数学概念，是一种概率建模和数据分析的经典方法。

**马尔科夫链的劣势：**马尔可夫预测法的基本要求是状态转移概率矩阵必须具有一定的稳定性。因此，必须具有足够多的统计数据，才能保证预测的精度与准确性。且马尔科夫链只考虑当前的状态，不考虑之前状态的信息，马尔科夫的无记忆性通常使它们无法成功预测某些潜在会发生的趋势，

1. ****应用场景****

马尔科夫链是一种非常常见且相对简单的统计随机过程，从文本生成到金融建模，它们在许多不同领域都得到了应用。

马尔科夫链不需要考虑外界因素的影响，只需要利用历史数据或通过状态转移概率的计算得到的数据来预测将来变化的程度，因此在自然灾害中应用前景良好。以及在经济预测中，不需要连续的、大量的历史数据，只需最近一段时间的数据，结合马尔科夫链可以很好的预测下一段时间的状况。

除此之外，马尔科夫链在其他领域的应用还有很多，如教育领域、通过解码字符序列并识别最可能的语言来识别句子的语言，以及在银行的不良资产的管理、企业管理、生存环境演变等科学研究和生产生活中都有广泛应用。

### 动态规划

动态规划可以将一个复杂问题分为一系列简单的子问题，一旦解决了这些简单的子问题，再将这些子问题的解结合起来就变成复杂问题的解了，并且同时将它们的解保存起来，如果下次遇到相同的子问题，就不用重新计算了。动态规划本质上就是一种环境模型已知的规划方法。

1. ****特点****

****动态规划的优势：****在已知状态转换概率和回报函数的情况下，不需要与环境的交互，直接通过策略迭代或值迭代方法得到最优策略，计算效率高。

****动态规划的劣势：****但实际情况下，环境的状态转换概率通常是未知的，因此该方法并不实际可行。

1. ****应用场景****

动态规划适用于环境模型已知的情形。一般地，动态规划需要求解的问题具有2个核心特征：最优化的子结构属性、重叠的子问题集。MDP满足动态规划的性质，因此，可以用动态规划方法来求解MDP问题。

### 蒙特卡洛

蒙特卡洛方法是以概率和统计的理论、方法为基础的一种数值计算方法，将所求解的问题同一定的概率模型相联系，用计算机实现统计模拟或抽样，以获得问题的近似解，故又称随机抽样法或统计试验法。

1. **特点**

****蒙特卡洛的优势：****在不知道状态转换概率的情况下，通过经验平均去估计状态的期望值函数，经验也即是采样或实验，利用当前策略进行很多次试验，每次试验都是从任意的初始状态开始直到终止状态，当采样的次数足够的多（保证每一个可能的状态-动作都能被采样到）时，就可以最大程度的逼近状态的真实期望值函数。它直接从与环境的交互中进行学习，不需要环境的动态模型，可以利用仿真或者采样模型。

****蒙特卡洛的劣势：****虽然蒙特卡洛方法可以在不知道状态转移概率矩阵的前提下，灵活地求解强化学习问题，但是蒙特卡洛方法需要所有的采样序列都是完整的状态序列。如果我们没有完整的状态序列就无法用蒙特卡洛方法求解。此外蒙特卡洛方法的高方差依然存在。

1. **应用场景**

在解决实际问题中，我们通常不太容易获得环境的准确模型，相对而言，获得采样数据通常比较容易实现，**蒙特卡洛分析就**是通过采样的方法去估计状态的期望值函数，不需要知道状态转换概率，更符合实际情况，

蒙特卡洛是一种模拟统计方法，如果问题可以描述成某种统计量的形式，那么就可以用蒙特卡洛方法来解决。蒙特卡洛方法的应用场景很多，横跨物理、金融、计算机。拿计算机科学来举例，自然语言处理中的LDA模型，hinton较早提出的深度学习模型DBN都用到了蒙特卡洛方法。虽然蒙特卡洛方法可以应用在很多场合，但求的是近似解，在模拟样本数越大的情况下，越接近与真实值，但样本数增加会带来计算量的大幅上升。

### 时序差分

时序差分结合了动态规划的思想和蒙特卡洛的采样，**基于已得到的其他状态的估计值来更新当前状态的价值函数。**

1. **特点**

****时序差分的优势：****时序差分结合了动态规划和蒙特卡洛方法，并兼具两种算法的优点。结合动态规划的思想，可以实现单步更新，提升效率；结合蒙特卡洛的采样，可以避免对状态转换概率的依赖，通过采样估计状态的期望值函数。时序差分不需要环境的动态模型，直接从经验经历中学习；也不需要等到最终的结果才更新模型，它可以基于其他估计值来更新估计值。

****时序差分的劣势：****因为TD target是估计值，估计是有误差的，这就会导致更新得到value是有偏差的，很难做到无偏估计。

1. **应用场景**

时序差分则结合动态规划的自举思想和蒙特卡洛的采样思想，使得其边采样边自举，不仅加快了学习的速度，也能适应诸多场景。时序差分算法已经被广泛应用于动态系统、机器人控制及其他需要进行系统控制的领域。